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Actions child welfare agencies can take to mitigate the likelihood that predictive risk 
models will exacerbate racial and ethnic disparities include carefully examining the 

data used to develop these models, evaluating model performance and impact, 
engaging community members throughout the process, and achieving transparency 

about how the models are used. 
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KEY POINTS 
• Several child welfare agencies in the United States have implemented or are developing predictive

risk models (PRMs) to help inform child welfare decisions.
• PRMs can assist caseworkers by identifying previously unobserved patterns in data related to

future outcomes. However, PRMs also have the potential to exacerbate existing racial and ethnic
disparities if not developed with careful attention to the methods used.

• Child welfare agencies and their vendors can take various actions to identify and mitigate racial
and ethnic bias when planning, developing, implementing, and monitoring a PRM.

• When planning to develop a PRM, agencies should identify an appropriate use case and available
data sources to use in supporting the PRM development.

• When developing a PRM, agencies and vendors should assess the quality of the available data
sources, make careful decisions about PRM parameters, validate the outcome variable they plan
to predict, and assess its predictive performance for important subgroups.

• When implementing a PRM, agencies should assess the risk and potential benefits of using the
model, consider how best to balance PRM misclassification rates, and determine how to present
predictions to agency staff and train them in using those predictions.

• When monitoring a PRM that has been implemented, agencies should continuously examine its
predictive performance and evaluate its impact on equity and other outcomes.

• In each phase, agencies should engage community members and caseworkers in making key
decisions and be transparent about their approach to developing and using PRMs.

• Federal agencies could consider supporting the integration of equitable, high-quality PRMs by (1)
refusing to fund the development of proprietary PRMs; (2) developing guidelines on approaches
for engaging with community members, governing the use of PRMs, and the public release of
information about how PRMs are being used; and (3) working with child welfare agencies to
conduct rigorous evaluations of these models.
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INTRODUCTION 
Overview of Child Welfare in the United States 

In 2020, about 3.9 million referrals involving about seven million children were made to child protective 
services (CPS) across the United States (U.S. Department of Health and Human Services, Administration for 
Children and Families, Administration on Children, Youth and Families, Children’s Bureau, 2022a). That same 
year, there were just over 400,000 children in foster care (U.S. Department of Health and Human Services, 
Administration for Children and Families, Administration on Children, Youth and Families, Children’s Bureau, 
2022b). Overall, about 37% of all children in the United States experience a CPS investigation by the age of 18. 
Rates of child welfare investigations are greatest for certain racial and ethnic groups, with African American 
and Hispanic children experiencing an investigation by the age of 18 at rates of approximately 53% and 32%, 
respectively, compared to 28% of White children (Kim et al., 2017). Additionally, children from certain racial 
and ethnic groups are overrepresented in the foster care system. For instance, while American Indian and 
Alaska Native children and African American children made up just 1% and 14% of the U.S. child population in 
2019, respectively, they accounted for 2% and 23% of the foster care population (Child Welfare Information 
Gateway, 2021).  

Child welfare agencies receiving referrals for child maltreatment must make a number of decisions about 
them, as well as the families already involved in child welfare services. These decisions include the following: 
(1) screening decisions based on referral calls, including deciding whether an investigation is warranted and 
triaging investigations based on child safety or maltreatment risk classification; (2) decisions about removing 
children from their families based on the results of those investigations; (3) decisions about moving children 
from one foster care placement to another; (4) decisions about returning children to their families; (5) 
assessments of risk of needing foster care or child welfare services; and (6) decisions about allocating 
resources and interventions across communities (Vaithianathan, Putnam-Hornstein et al., 2019). The decisions 
that child welfare agencies make can have a significant impact on children, families, and communities; in 
addition, child welfare decision-making processes can vary substantially across states and regions (Casey 
Family Programs, 2018; Damman et al., 2020).

Although evidence shows that families from certain racial and ethnic groups are overrepresented in their 
involvement with CPS (U.S. Department of Health and Human Services, Administration for Children and 
Families, Administration on Children, Youth and Families, Children’s Bureau, 2022a), there are outstanding 
questions related to the extent to which this pattern is the result of biased decision-making on the part of child 
welfare agencies. Researchers have developed six main explanatory pathways for this disproportionality: (1) 
disproportionate and disparate needs of children of different racial and ethnic backgrounds; (2) racial bias and 
discrimination by individuals, such as protective services caseworkers and mandated reporters; (3) child 
welfare system factors, such as lack of resources for families of different racial and ethnic backgrounds; (4) 
geographic context; (5) policy and legislation; and (6) structural racism (Child Welfare Information Gateway, 
2021). However, there is a lack of evidence demonstrating the influence various social factors have had on this 
overrepresentation compared to the influence of the decision-making processes of individual child welfare 
agencies. 
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Evolution of Decision-Making Processes in Child Welfare Settings 

Child welfare agencies have traditionally relied heavily on human decision making alone to make 
determinations about the risk of child maltreatment and adverse outcomes (Cuccaro-Alamin et al., 2017). 
However, given the large number of referrals and limited resources, these agencies can experience challenges 
identifying and protecting children at risk (Vaithianathan, Putnam-Hornstein et al., 2019). As a result, over the 
last three decades, agencies have adopted various tools designed to assist staff in making informed and 
efficient decisions that ultimately reduce the risks of negative outcomes for children and families. 

In the early 1990s, child welfare agencies began using consensus-based and actuarial tools to inform decisions 
(Baird et al., 1999). Consensus-based tools rely on expert theories on the factors that lead to child 
maltreatment (Cuccaro-Alamin et al., 2017; Drake et al., 2020). These tools then were superseded by actuarial 
tools, which empirically identify, weight, and combine risk factors related to abuse and neglect to classify a 
family’s or individual’s risk of these outcomes (Shlonsky and Wagner, 2005). Research on the use of actuarial 
tools has shown that those child welfare agencies using them achieve “greater predictive validity and 
interrater reliability” than agencies not aided by these tools, leading to their wide adoption over the last 20 
years (Cuccaro-Alamin et al., 2017; Drake et al., 2020). A limitation of actuarial tools is that variables included 
in them are those that research has empirically demonstrated to have a relationship to child maltreatment. 
Therefore, actuarial tools could be missing factors that are predictive of child maltreatment and abuse but do 
not have a demonstrated relationship to these outcomes (Cuccaro-Alamin et al., 2017; Drake et al., 2020). 

More recently, a few researchers and child welfare agencies have begun developing predictive risk models 
(PRMs) to support child welfare decisions. Lanier et al. (2020) define predictive analytics as a sophisticated 
form of risk modeling that uses historical data to understand relationships between myriad factors to estimate 
a probability score for the behavior or outcome of interest. This form of analytics uses machine learning or 
other data processing techniques to provide information for “decisions, judgments, and/or policy 
implementations that impact opportunities, access, liberties, rights, and/or safety” (Pittsburgh Task Force on 
Public Algorithms, 2022). PRMs are intended to assist caseworkers in synthesizing data from various sources to 
inform decision making (Cheng et al., 2022). However, given the overrepresentation of African American, 
Hispanic, and American Indian and Alaska Native children in the child welfare system, some have raised 
concerns that such models may inadvertently incorporate racial and ethnic biases, which could ultimately 
further increase existing disparities and degrade trust in CPS. 

Although PRMs have a variety of potential applications in child welfare, several of the relatively small number 
of tools currently in use or under development are designed to inform front-end decisions, such as those about 
the need to investigate referrals made to child welfare hotlines (Exhibit A). This design choice likely has been 
made because at this initial stage, before any interaction with families occurs, case workers have limited 
clinical information to inform their decisions but there is a great deal of structured data that a PRM can 
incorporate to predict what might happen if a particular referral is not investigated. PRMs have also been or 
are being developed to inform policy decisions related to allocating resources effectively. For example, the 
Administration for Children’s Services in New York City created a PRM to identify risk factors for families who 
had “frequent involvement” with CPS. It was used for macro-level planning for the child welfare agency’s 
resource allocation (Chapin Hall and Chadwick Center, 2018). 
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Exhibit A. Examples of PRMs Used in Front-End Screening Decisions 

Allegheny Family Screening Tool (AFST) is used by the Allegheny County Department of Human Services in Allegheny 
County, Pennsylvania. The PRM advises child welfare hotline staff to triage children based on the likelihood of future 
involvement with the child protection system (Vaithianathan, Putnam-Hornstein et al., 2019). 

Douglas County Decision Aide (DCDA), used by the Douglas County, Colorado Department of Human Services, is a 
hotline screening tool that predicts the risk of a child being removed by CPS to determine whether an investigation 
should be opened (Fitzpatrick & Wildeman, 2021). 

Safety at Screening, implemented by the Oregon Department of Human Services, was a real-time decision support tool 
to provide accurate and equitable indications of the likelihood of future adverse outcomes for children named in 
reports of abuse and neglect. This PRM was phased out in June 2022 (Oregon DHS, 2019). 

Report Approach and Objectives 

This report describes best practices aimed at preventing and mitigating racial and ethnic bias in child welfare 
agencies’ use of PRMs. To identify best practices, we first completed an environmental scan of relevant 
literature and other resources that describe the potential pros and cons of using PRMs in child welfare, and 
approaches for addressing racial and ethical bias in PRMs. As part of this scan, we also identified relevant 
articles from the criminal justice and health care literature to consider what child welfare could learn from 
these other fields, which have more experience with these types of models. We confirmed that we had 
identified the most relevant resources by speaking with five key informants. Key informants included 
individuals with experience developing PRMs for child welfare agencies as well as individuals with expertise 
considering the ethical issues related to the use of these models. 

We developed a structured outline after reviewing the resources identified through the environmental scan. 
We shared this outline with a broader group of experts and hosted two virtual roundtable discussions to 
receive feedback on its content. Roundtable participants included representatives from child welfare agencies 
that have implemented or considered implementing PRMs; researchers who have developed PRMs for child 
welfare settings; advocates experienced in thinking about the issues of using PRMs in a child welfare setting; 
and scholars who have considered the ethical implications of using these models to inform child welfare 
decisions. During the roundtable, we asked about information that might be missing from the outline or points 
in it with which participants disagreed. We revised the report outline based on the feedback we received. 

The resulting report has four main objectives: 
1. To describe the potential pros and cons of using PRMs in child welfare settings
2. To review actions developers and child welfare agencies can take to detect and mitigate risks of racial

and ethnic bias in these models
3. To discuss the significance of transparency and explainability in promoting trust in PRMs, including

what information about a model should be disclosed to people using and affected by it
4. To identify steps federal agencies can take to promote fairness in the use of PRMs for child welfare

PROS AND CONS OF USING PRMS TO INFORM CHILD WELFARE DECISIONS 
Although PRMs have the potential to improve decisions child welfare agencies make, there are also some risks 
of harm associated with using these models. The specific pros and cons of a particular PRM use case will vary. 
In this report, we describe the broad types of potential pros and cons that may be associated with various 
PRM applications when compared to current decision-making processes, which are typically informed by 
policy or practice frameworks, sometimes with the support of actuarial models and other tools (Exhibit B). 
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Given the significant impact that child welfare decisions can have on children and families, agencies 
considering implementing a new PRM should carefully review these pros and cons, and engage in discussions 
with researchers, community members, advocates, and agency staff to understand their perspective regarding 
these issues. 

Exhibit B. Potential Pros and Cons of Using PRMs to Inform Child Welfare Decisions 

 


































Potential Pros of PRMs 

When used to assist in child welfare decision making, PRMs have the potential to positively influence a number 
of outcomes. A PRM could enable a child welfare agency to shift its approach from reactive decision making to 
proactively providing communities and families with resources that could help prevent negative outcomes. For 
example, a PRM could support a child welfare agency’s effort to identify gaps in resource allocation or identify 
specific children and families who would benefit from additional resources (Lanier et al., 2020). In this way, 
PRMs can support the shift from a more punitive child welfare approach to one informed by a public health 
perspective, thus allowing agencies to use their resources for cases that require the greatest attention 
(Capatosto, 2017; Drake & Jonson-Reid, 2018). PRMs can shape conversations around different policy choices, 
potentially allowing child welfare agencies to be more responsive to families’ needs (Chapin Hall and Chadwick 
Center, 2018). 

PRMs can also provide agency staff with information they otherwise would not have because they can identify 
previously unobserved patterns in data that relate to future outcomes for children and families (Pryce et al., 
2018). By providing this information, PRMs can increase the efficiency and consistency with which agencies 
make certain decisions, such as how to triage incoming cases and whether calls to hotlines require further 
investigation (Cuccaro-Alamin et al., 2017). Consistent decision making, informed by PRMs, can reduce 
disparities if some child welfare staff are making biased decisions in the absence of the model (Drake & 
Jonson-Reid, 2018). However, consistent decisions based on PRMs that reflect systematic racial or ethnic 
biases could have the opposite effect. 

During our roundtable discussions, participants noted that there is less risk involved when using PRMs to 
inform positive decisions, such as those about whether to provide additional services to families, rather than 
negative ones, such as the decision to place a child in foster care. Participants attributed this to the fact that 
negative decisions, such as removal, have a greater direct impact on the family. A central goal of child welfare 
agencies is to ensure that the decisions staff make are fair and reflect actual risk; although not a replacement 
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for staff experience and expertise, PRMs can provide supplemental information staff can use to inform these 
decisions. 

Another advantage of PRMs is their ability to generate predictions without having to rely on new staff data 
entry, as is generally required for models developed using actuarial methods, such as structured decision-
making (SDM). The increased reliance on human input for generating risk scores makes SDM and other models 
developed using actuarial methods more vulnerable to human error and biased coding (Chouldechova et al., 
2018). As Drake et al. note, if a PRM is likely less subject to bias than current decision-making processes, it is 
morally defensible for child welfare agencies to use that model to inform staff decisions (2020). 

Potential Cons of PRMs 

PRMs have the potential to improve decision-making processes but may also be associated with an increased 
risk of negative outcomes. Researchers have noted various ways in which historically biased or low-quality 
data can negatively impact the performance of PRMs and, as a result, the children and families affected by 
those models. As discussed further below, if the data used to train and validate a PRM reflect child welfare 
staff’s biased decision making, the same biases can be reflected in the PRM itself, which ultimately can lead 
the PRM to perpetuate or even exacerbate existing disparities (Cuccaro-Alamin et al., 2017; Drake et al., 2020; 
Feng & Wu, 2019; Samant et al., 2021; Yen & Hung, 2021). A related factor is that some government 
administrative data include more information on certain racial or ethnic groups compared to others because 
those groups are more likely to be involved in government programs (Chouldechova et al., 2018; Drake et al., 
2020). If these data are used to create PRMs, those models could potentially create feedback loops in which 
certain racial and ethnic groups are flagged as higher risk and more likely to be investigated simply because 
there are more data about them (Chouldechova et al., 2018; Favaretto et al., 2019). 

A final consideration related to the data used to train 
and validate PRMs is that the definition of “neglect” has 
not been modified to reflect a differing understanding of 
the challenges related to caring for children in poverty 
versus serious issues of maltreatment by caregivers 
(Samant et al., 2021). This distinction is important 
because the U.S. Department of Health and Human 
Services, Administration for Children and Families, 
Administration on Children, Youth and Families, 
Children’s Bureau (2021) reported that 61% of all cases 
of substantiated child maltreatment involved only 
neglect. As a result, much of the current administrative 
data reflects social issues and racial differences 
associated with neglect due to poverty in the United 
States, rather than patterns of other forms of 
maltreatment. PRMs developed using these data will 

produce predictions that may perpetuate these patterns, effectively treating cases of neglect as a result of 
poverty and other serious issues of maltreatment by caregivers the same. A criticism of the PRM developed in 
one county, for example, described the algorithm as a tool that simply reports on how many public resources a 
family uses (Francis et al., 2022). It is critical to examine the present and historical realities of racial and ethnic 
bias in the child welfare space when selecting data to develop and validate these types of models. 

"Historically over-regulated and 
over-separated communities may 
get caught in a feedback loop that 
quickly magnifies the biases in these 
systems. Even with fancy—and 
expensive—predictive analytics, the 
family regulation system risks 
surveilling certain communities 
simply because they have surveilled 
people like them before." 

-Samant et al. (2021)

In addition to the potential issues created by biased or low-quality data, child welfare agencies need to 
consider the resources required to develop and use a PRM, as well as the impact on staff decision making. The 
time and expense associated with PRM development and use should be carefully compared to the potential 
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benefits of the model. The resources include those for developing and validating the PRM, as well as those 
needed to train staff, develop implementation plans and policy changes, inform the community about the use 
of the PRM, and evaluate the model’s performance following implementation. If a PRM is unlikely to result in 
positive outcomes for children, families, and communities, resources may be better spent on alternative 
endeavors (Drake et al., 2020). Additionally, when agency staff place too much confidence in the outcomes of 
PRMs, these models can exert a significant degree of influence on decision-making processes that are 
supposed to incorporate human judgment, and in turn may degrade or dehumanize the quality of clinical social 
work (Capatosto, 2017; Drake et al., 2020; Drake & Jonson-Reid, 2018; Pittsburgh Task Force on Public 
Algorithms, 2022; Zytek et al., 2021). 

Another potential issue with PRMs is that these models can raise privacy concerns related to the use of 
personal data and the failure to get consent (Cuccaro-Alamin et al., 2017; Drake et al., 2020). Although these 
data might be protected by normal government requirements, when community members are not informed or 
consulted regarding how their data are used to develop PRMs or otherwise inform child welfare decisions, the 
risk of public backlash and distrust regarding privacy concerns is increased. In addition, PRMs can risk causing 
increased distrust in CPS if they are used to make determinations that community members cannot challenge 
because they are not engaged in the development of the models or are unaware of how the models are being 
used (Francis et al., 2022). 

A final limitation of PRMs is their inability to accurately predict rare events (Cuccaro-Alamin et al., 2017; 
Reisman et al., 2018). Although this consideration is important, roundtable participants noted that this 
limitation is not unique to PRMs; rather, it is shared by many tools, including the actuarial models that many 
child welfare agencies use. To be most effective, PRMs and other tools are generally designed to predict more 
common events, such as future child welfare system involvement, which may or may not be closely linked to 
rare events, such as maltreatment or death. As discussed further in the section on mitigating bias when 
developing a PRM, when more common proxy outcomes are used in these models, it is important for child 
welfare agencies to ensure that those outcomes are closely associated with rare events of greatest 
importance. 

ACTIONS FOR IDENTIFYING AND MITIGATING THE RISKS OF RACIAL AND ETHNIC BIAS 
IN PRMS 
Although there are some risks of harm associated with implementing PRMs in child welfare, should agencies 
and communities choose to use them, they can be reduced through a number of actions child welfare agencies 
can take during the process of integrating a new PRM. In this section, we describe the actions that child 
welfare agencies and PRM developers or vendors can take to reduce the risk that PRMs will perpetuate racial 
and ethnic bias or otherwise negatively impact families and communities. We categorize these actions into the 
following four groups that align with the different phases of integrating a new PRM into a child welfare 
agency’s decision-making process (Exhibit C): 

1. Planning for the development of a new PRM
2. Developing the PRM
3. Implementing the PRM within a child welfare agency
4. Monitoring and evaluating the performance of a PRM following implementation

The actions we describe for each phase are not linear, and although community involvement and transparency 
are highlighted at various points, child welfare agencies should involve community members, advocates, and 
child welfare staff and be transparent about their actions throughout all phases. Additionally, we recognize 
that the extent to which a child welfare agency and its partners can undertake each of these actions may vary 
depending on their available time and resources. However, if an agency is unable to undertake a specific 
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action, it should be clear about the implications of not performing that action for the quality of their PRM and, 
more important, the likelihood that the PRM will lead to worse outcomes for children and families from 
various racial and ethnic groups. 

Exhibit C. Actions for Addressing Bias in PRMs Designed to Inform Child Welfare Decisions 

 

 














































Planning for the Development of a PRM 

When planning for the development of a new PRM, agencies should thoughtfully identify the problem to be 
solved, the ultimate goal of the model, and the data sources available to support its development. During this 
process, actions that child welfare agencies can take to reduce the risk that PRMs under consideration 
perpetuate racial and ethnic biases include the following: 

• Thoughtfully considering the goal of a PRM and how it will be used to inform agency decisions
• Engaging community members, advocates, regulators, and child welfare professionals in discussions

about the PRM use case and other supporting decisions
• Evaluating the various data sources used to develop the PRM
• Ensuring transparency by contracting with vendors committed to sharing information about PRMs

Defining the goal of the PRM and how it will be used: When defining a goal for a new PRM, agencies should 
first consider a set of guiding principles to inform their work. These principles could include an explicit focus on 
reducing bias or child welfare system involvement in cases where it is not necessary to improve child well-
being (Allen et al., 2020; The Annie E. Casey Foundation, 2020). Agencies should also assess the nature of their 
role and how implementation of a PRM will help improve their performance relative to that role. Based on this 
assessment, child welfare agencies can then define the specific problem they would like a PRM to help solve 
and consider whether it is the most appropriate tool for helping to address that problem. When evaluating 
whether using a PRM is appropriate for addressing a problem, roundtable participants suggested that agency 
leadership consider whether there is available and time-stamped data that could be used to develop a PRM 
and whether there is a distinct decision point the model could be used to inform. If there is not a distinct 
decision point, such as whether to investigate a case or whether to provide more resources to a specific 
community, a PRM is unlikely to be an appropriate tool for addressing an identified problem.  

According to key informants with whom we spoke, once child welfare agencies have defined a goal and 
problem, they should consider how to position the information gathered from a PRM so it reaches decision 
makers at critical points that can positively affect the trajectory of a case. Specific questions that agencies can 
ask regarding how to position the information from a PRM include the following:  

• Where should the information be delivered?
• When should it be delivered?
• How should it be delivered to ensure it is used to inform decisions, not make them?
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• What are defining characteristics of cases that require action on the part of child welfare agency staff
and what is an effective response to those cases?

Asking these questions during the planning phase can help child welfare agencies determine whether it is 
possible to use the information from a PRM to help improve decision-making processes. When considering 
how to deliver information from a PRM, agencies should aim to ensure that the information is considered 
along with other relevant information about a case. If the information from a PRM is delivered at a time when 
other information is not available, it is more likely that child welfare staff will use the information from the 
PRM to make a final decision about a case instead of considering it along with other relevant contextual 
factors. Applying these questions can also assist in more clearly defining the intended outcomes of a PRM. For 
example, the questions can help agencies make more uniform determinations about how families are deemed 
to be “high risk” and what interventions are appropriate in high-risk situations. Considering the use case 
before the PRM is developed can help state and local agencies develop a tailored approach to mitigate bias 
when they apply predictive modeling. 

Engage community members, advocates, regulators, and child welfare professionals: Community members, 
advocates, child welfare professionals, and other end users should be given the opportunity to provide 
feedback on the PRM use cases developed, including the goals of the PRM, the problem it is designed to solve, 
and how it will be used (Cheng et al., 2022; Favaretto et al., 2019; Krakouer et al., 2021; Pittsburgh Task Force 
on Public Algorithms, 2022). It is also important to engage these groups in determining what definition of 
fairness the child welfare agency should use to interrogate the PRM, as stakeholders are likely to have varying 
perceptions of what fairness requires (Cheng et al., 2022). The selected definition of fairness should then 
inform the PRM development process, including what performance metrics agencies use to validate a PRM, as 
is discussed further in the section below on implementing PRMs (Chapin Hall and Chadwick Center, 2018; 
Purdy & Glass, 2020). Involving community members from the outset to ensure that the trade-offs associated 
with developing and implementing a PRM align with community values is important in building trust. 

Agencies and researchers have adopted various approaches for engaging community members and other end 
users in the planning process. One approach is to establish an ethical review panel with broad representation 
of interested parties and those affected by a PRM (Chapin Hall and Chadwick Center, 2018). In addition to the 
use case, the review panel can also provide feedback on the development of the PRM and its implementation 
(Chapin Hall and Chadwick Center, 2018). Another approach is to co-design a code of ethics with community 
members, advocates, and child welfare professionals (Exhibit D) (Cheng et al., 2022). This code of ethics can 
then govern the identification of an appropriate PRM use case, its goals, and plans for its implementation. 
Such examples show how the community can be continually engaged, rather than being ancillary to the 
planning process. Types of decisions in which community members and end users can be engaged during later 
stages of the PRM planning process are described further in subsequent sections. 

Consider the strengths and weaknesses of various data sources that could be used to train and validate a 
PRM: During the planning phase, agencies should carefully consider what data sources are available to support 
the training and validation of the PRM, because as noted previously, the data used can have a significant 
impact on the types of racial and ethnic biases that may be reflected in a model. Administrators should 
evaluate the strengths and weaknesses of various data sources, including historical and human cognitive biases 
that could be reflected in the data, and the data quality (Chapin Hall and Chadwick Center, 2018; 
Chouldechova et al., 2018; Lee et al., 2019; Pittsburgh Task Force on Public Algorithms, 2022).  
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Roundtable participants suggested that child welfare agencies should first consider how historical or human 
biases might be reflected in a PRM’s outcome measures, because these measures will have a more significant 
impact on the performance of a PRM than the predictor variables included in the model. 

Exhibit D. Engaging community members and end users to develop guiding principles for developing 
PRMs: a review of Douglas and Larimer Counties 

In 2017, Douglas County’s Child Welfare Division and Larimer County’s Division of Family, Youth and Child Services 
partnered with the Centre for Social Data Analytics and the University of Auckland to develop a child welfare 
predictive risk model (Vaithianathan, Dinh et al., 2019). The Douglas County Decision Aid (DCDA) and the Larimer 
Decision Aid Tool (LDAT) were developed to support child welfare personnel with screening and triaging cases of 
alleged child maltreatment and neglect (Vaithianathan, Dinh et al., 2019).  

The counties also joined with community members, end users, and other private partners to develop a practice 
profile. The purpose of the profile was to operationalize the guiding principles and core practices of their approach, 
making it repeatable for other counties (Metz, 2016). As a part of these efforts, each county sought to modify its 
current and existing policies to build an infrastructure in which the use of PRMs can supplement rather than replace 
clinical decision making.  

The guiding principles identified in the practice profile represent various best practices identified in the literature, 
including due consideration for equity concerns arising from biased data sources, the centering of clinical judgment, a 
commitment to reduce biased decision making, and a commitment to transparency. The core practices define specific 
stakeholder activities, including communication with community members through the development of an advisory 
panel, evaluation of machine learning and other decision aids, and dedicated funding for the development of policies 
and protocols to manage the tools and train staff. 

Though aspirational, the core practices and guiding principles can serve as an example of the real-life infrastructure 
needed to support child welfare staff and mitigate bias when planning for the development of PRMs. 

When considering the potential for historical or human biases to be reflected in data, agencies should 
determine whether there is any evidence to suggest that decisions made by child welfare staff or other 
agencies are biased, and how that bias might affect the available data (Lee et al., 2019). For example, if a child 
welfare agency is using data drawn from staff data entry historically, it should consider the accuracy and 
completeness of that data. Additionally, if a child welfare agency is considering using arrest data in a PRM, it is 
important to consider that such data could be biased due to disparities in policing practices across 
neighborhoods (Pittsburgh Task Force on Public Algorithms, 2022). Agencies should also assess whether they 
are likely to have more information on certain subgroups of the population due to the involvement of those 
subgroups in social programs. If there are more data about certain subgroups, agencies should consider how 
this could impact the performance of the PRM once it is developed. 

Key informants with whom we spoke also noted that agencies should consider when the data were captured 
and when they gain access to those data. If there were significant policy or practice changes between the time 
the data were captured and when an agency has access to them, such data may not be useful for a PRM. 
Additionally, the age of the data could be used to determine how certain variables are coded. For example, if 
an agency is planning to use arrest data dating back many years, it should consider creating a variable that 
captures time since the most recent arrest. That variable may be more predictive of future child maltreatment 
than a dichotomous variable of whether a person has a prior arrest or not. If weaknesses or biases are 
identified in the data sources a child welfare agency is considering using to develop a PRM, agency staff and 
developers should work together to address those weaknesses or select alternative data sources, if feasible 
(Favaretto et al., 2019). 

Contractually obligate all vendors to waive proprietary information: Child welfare agencies that rely on 
private vendors to develop their PRMs should ensure transparency by contractually obligating vendors to 
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waive proprietary or trade secrecy information surrounding the PRM and its predictive performance (Reisman 
et al., 2018). Trade secrecy surrounding the development and validation of PRMs can discourage meaningful 
public participation and government or agency accountability (Francis et al., 2022). As discussed further in the 
section on transparency and explainability, the types of information that vendors should be required to share 
with the child welfare agency and the public include the data and methodology used to develop the PRM, the 
predictor and outcome variables included in it, and the predictive performance of the model overall and for 
specific subgroups. 

Developing a PRM 

After planning for the PRM, the child welfare agency or its vendor builds the model (Exhibit E). During this 
stage, agencies can take numerous actions to identify and mitigate the risks of racial and ethnic bias, including 
the following: 

• Assessing the representativeness and completeness of the training and validation data
• Ensuring that subject matter experts in child welfare and PRMs work together to make informed

decisions about how to specify the PRM parameters
• Externally validating the PRM outcome variable against historical data
• Assessing the predictive performance of PRMs overall and for different racial and ethnic subgroups
• Continuing to engage program staff, community members, and others through case review exercises

to seek feedback on the development process and PRM design

Exhibit E. Overview of PRM Development Process 

Assessing the completeness and representativeness of training and validation data: When building a PRM, 
child welfare agencies and the developers or researchers with which they are working should assess the 
completeness and representativeness of the data sets they plan to use, including the equitable representation 
of racial and ethnic subgroups. If a significant amount of data are missing from a data set an agency is 
considering using, the agency should consider the reasons those data are likely missing and how that may 
affect the modeling process. In cases where the missing data are likely to introduce bias into the modeling 
process, agencies should select alternative data sources. Additionally, over- or underrepresentation of subsets 
of the population in the training data set can affect the generalizability of the model (Cahan et al., 2019; Lee et 
al., 2019). If the training and validation data are not representative of the population to which the PRM will be 
applied, developers should consider reweighting variables. For example, if the individuals represented in the 
training data are, on average, older than the population of interest, developers should reweight the age 
variable. 

Constructing PRM parameters: Child welfare agencies should ensure that subject matter experts in child 
welfare and experts in developing PRMs work together to make informed decisions about how to construct 
these models. Decisions that have important ethical implications are made throughout the model 
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“Even when two models have 
comparable overall 
performance, they may 
nevertheless disagree in their 
classifications on a 
considerable fraction of 
cases.” 

– Chouldechova & G’Sell (2017)  

 

development process (Barocas & Boyd, 2017). They include, for example, decisions about creating a test data 
set, the choice of a learning algorithm, and acceptable model error rates (Barocas & Boyd, 2017). In addition, 
child welfare agencies must define the outcome of interest, which involves thinking through common issues 
such as the appropriate outcome windows and the temporal availability of the outcomes of interest.  Bias can 
be introduced into the modeling process during any of these steps depending on these decisions and issues. 
Having a diverse team of experts and consulting community members and other end users when making 
choices about the modeling approach can help child welfare agencies ensure that the decisions they make are 
well justified and publicly defensible. During this process, child welfare agencies and model developers should 
be thoughtful about minimizing the effects of race and ethnicity in future decision making, understanding that 
demographic predictors should be incorporated and interpreted cautiously in the overall modeling approach 
(Chapin Hall and Chadwick Center, 2018; Chouldechova et al., 2018; Kennedy et al., 2021). 

Externally validating the PRM outcome variable: Child welfare agencies are concerned about whether 
children are at risk of negative outcomes, such as maltreatment or death.  However, as noted previously, 
predicting outcomes such as maltreatment or death can be statistically challenging because these outcomes 
are rare events (Lanier et al., 2020). Therefore, most PRMs used in the child welfare setting predict more 
common outcomes related to future involvement with the child welfare system, and there is a risk that these 
proxy outcomes may not be closely correlated with the primary, ground truth outcome of interest. 

To determine how closely correlated proxy outcomes are with “ground truth” outcomes of interest, child 
welfare agencies should validate the proxy outcomes against other external indicators related to 
maltreatment, such as hospitalization data from claims or death records (Chouldechova et al., 2018; 
Vaithianathan, Kulick et al., 2019). For example, the Allegheny Family Screening Tool (AFST) V2 was created to 
predict the likelihood of future child welfare out-of-home placement. Researchers wanted to validate that the 
PRM could predict external variables also associated with child maltreatment by using hospital data. The 
hypothesis was that children identified as being at higher risk of out-of-home placement would also be 
children with a higher risk of being hospitalized due to abuse-related injuries. Through the external validation 
analyses, the researchers found a positive correlation between the AFST V2 risk scores and hospitalization due 
to abuse-related injuries for analyzed subgroups, thus supporting the conclusion that the PRM outcome was 
associated with the primary outcome of interest (Vaithianathan, Kulick et al., 2019). 

Assessing predictive performance across subgroups: To 
understand whether a PRM performs equally across subgroups, 
child welfare agencies should assess its predictive performance for 
the overall population and different racial and ethnic minority 
groups (Chouldechova et al., 2018; Chouldechova & G’Sell, 2017; 
Drake et al., 2020). One common approach used to compare 
performance across groups is examining the area under the curve 
(AUC) for those groups.1

1 The AUC  is used to compare the accuracy of predictions across subgroups or statistical models. AUC values can range from 0.5 to 1 
with 0.5 representing no apparent accuracy and 1 representing perfect accuracy (Hanley & McNeil, 1982). 

  When AUCs differ between subgroups 
and the model does not perform well for a specific subgroup, 
developers should take steps to enhance its performance for that 
group without sacrificing overall model performance, or it should 
not be used (Chouldechova et al., 2018).  However, in some 
situations, such as when a PRM is predicting a rare outcome or when false positives and false negatives from a 
PRM are weighed differently by child welfare agencies, AUCs are not the best approach for examining 

_______________________ 
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predictive performance. It is therefore important for child welfare agencies and researchers those agencies are 
working with to carefully consider their approach. 

Child welfare agencies also should compare the predictive performance of newly developed PRMs overall and 
across subgroups to that of any tool or tools they are currently using. PRMs should be implemented only when 
they perform better than current tools (Drake et al., 2020; Drake & Jonson-Reid, 2018). 

Engaging community members and model users in case review exercises: Child welfare agencies should 
continue to engage program staff, community members, and advocates to get feedback on how the PRM 
works and how it could be used to inform decisions. Participants in our roundtable discussions recommended 
completing case reviews throughout the modeling process with child welfare agency program staff who would 
be using the PRM. The case reviews are an effective way of explaining to a nontechnical audience how a PRM 
operates and soliciting feedback about the modeling approach. The case review exercises consist of walking 
through examples of the predictions or outcomes a PRM would provide for a specific case, such as a hotline 
call the agency might receive. After walking through a case, staff would discuss how they would handle the 
case and whether they agree with the PRM prediction. If staff disagree with the PRM outcomes, agency 
leaders and model developers can ask them why they disagree and whether they think there should be 
changes to the model. This iterative process of doing case reviews and incorporating feedback into the model 
builds trust between the staff and the PRM development team. 

Child welfare agencies can also engage in case reviews with community members. Roundtable participants 
suggested that agencies provide additional context to community members about how decisions are currently 
made and how the PRM would inform those decisions if implemented. For example, if a PRM is replacing an 
actuarial model, child welfare agencies should explain how the existing actuarial model works and what the 
outcome of that model would have been for the example case compared to the outcome for the new PRM. If 
community members raise concerns about the outcomes of a PRM, child welfare agencies and developers 
should consider the best approach to address and mitigate those concerns. In cases where agencies and 
developers do not believe that changes are required to address a concern raised, they should explain why. 
Child welfare agencies should also consider engaging staff and community members in conversations about 
the variables or features the PRM will include, as well as thresholds for different risk levels. Roundtable 
participants suggested that if community members or staff are uncomfortable with certain features, such as 
race, ethnicity, or geographic indicators, the agency should consider whether these features should be 
removed from the model. 

Implementing a PRM 

Implementing a PRM involves making decisions about how the predictions from the tool should be used, 
preparing agency staff to use it, integrating it into existing information technology infrastructure, testing it to 
ensure it works correctly, and finally launching its use in practice. During this implementation process, actions 
that agencies can take to reduce the risk that the model will exacerbate racial or ethnic bias or bias in child 
welfare decision making include the following: 

• Conducting an assessment to weigh the risks and potential benefits of implementing the PRM
• Considering how best to balance misclassification rates and mitigate the negative impacts of any

potential errors
• Determining how best to present the predictions from a PRM to end users so they use the information

in the way the agency intends
• Training staff so they understand the PRM and how the predictions should be used
• Ensuring that the PRM is explainable and its development and use are transparent
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Conducting a risk and benefit assessment: Child welfare agencies should assess the risks and potential 
benefits of all new or modified PRMs they plan to implement in comparison to existing decision-making 
processes (Pittsburgh Task Force on Public Algorithms, 2022; Reisman et al., 2018). This review should consider 
the potential impact of a PRM on “fairness, justice, bias, or other concerns across affected communities” 
(Reisman et al., 2018) and weigh any potential benefits of using the model against potential or expected 
problems resulting from that use (Pittsburgh Task Force on Public Algorithms, 2022).  

Agencies should follow several steps when conducting these assessments. The first step in this process 
requires that they clearly define how decisions are being made in the absence of the PRM and the risks and 
benefits of making decisions using that approach. For example, agencies should specify what policies and tools 
are in place to guide decision making, and the pros and cons of those policies and tools. This step might 
require directly asking staff, community members, and advocates about their opinions regarding these policies 
and tools. The second step is to define how the new or modified PRM will change current decision-making 
processes, including any impact that using the PRM will have on existing policies and tools, and the risks and 
potential benefits of making those changes. As with the previous step, it is important to confirm with end users 
and those affected by the model that the identified risks and benefits are accurate.  

In both steps, agencies should consider both the “harms of allocation” that result in some subgroups of the 
community receiving fewer resources than other subgroups, and the “harms of representation” that result in a 
system reinforcing the differential treatment of some subgroups in comparison to others (Reisman et al., 
2018). Agencies should also identify approaches for minimizing or mitigating any potential negative effects of a 
PRM on end users and affected communities. Finally, they should weigh the risks and benefits to ensure they 
are making informed decisions about the appropriateness of the new or modified PRM. 

Determining how to balance misclassification rates: Child welfare agencies implementing PRMs will also have 
to consider how best to balance different types of prediction errors (Lee et al., 2019). For example, for PRMs 
that will be used to inform screening decisions, agencies will have to consider how to balance harms 
associated with investigating families less likely to require a child welfare intervention with those associated 
with not investigating a family for whom early intervention could have prevented future negative outcomes for 
a child. These considerations are important because both unnecessary intervention and failing to intervene 
when needed can have significant consequences. Unnecessary intervention by the child welfare system can 
cause psychological harm to families, whereas failing to intervene when necessary can result in a child 
experiencing additional maltreatment or—on rare occasions—even death (Cuccaro-Alamin et al., 2017; Drake 
& Jonson-Reid, 2018). 

There are several approaches to estimating misclassification rates of PRMs. When determining which approach 
to use and how to balance different considerations related to misclassification rates, agencies should refer to 
the goals the PRM was designed to help achieve and the definition of fairness the agency has agreed on with 
end users, community members, and advocates (Lee et al., 2019; Rajkomar et al., 2018). The most common 
approach to examining error rates is looking at the sensitivity and specificity of the PRM overall, and for 
different racial and ethnic subgroups.2 A PRM with a high sensitivity and low specificity threshold will help 
identify all families or communities that require intervention or additional resources but will also identify some 
families and communities that do not require a child welfare intervention. Conversely, a PRM with a low 
sensitivity and high specificity threshold will correctly screen out families and communities not requiring child 
welfare intervention or resources but will also fail to identify some families and communities for whom 
intervention or resources could be beneficial (Cuccaro-Alamin et al., 2017). Agencies must weigh these 
_______________________ 
2 Sensitivity measures how often a PRM correctly assigns a higher probability to cases that have a higher risk for the outcome being 

predicted; specificity measures how often a PRM correctly assigns a lower probability to cases that have a lower risk for the outcome 
being predicted (Drake et al., 2021). 
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different considerations when creating prediction thresholds for PRMs they plan to implement (Drake et al., 
2020; Park et al., 2021; Pryce et al., 2018). They may also want to consider alternative approaches to 
estimating misclassification rates, such as calibration curves or positive and negative predictive values.  

Once an agency determines appropriate thresholds for recommended actions based on the predictions from a 
PRM, it should determine how to mitigate any potential adverse effects from the model. For example, if an 
agency implementing a new PRM to inform screening decisions decides to set the threshold for recommended 
child welfare agency contact so the threshold is highly sensitive but not very specific, it should consider how it 
will minimize the impact of unnecessary intervention on families for whom the risk of future maltreatment or 
neglect turns out to be low. 

Determining how to present the predictions from a PRM to end users: The predictions or recommendations 
from a PRM can be presented to end users in a variety of formats, and the way such information is presented 
can affect how they perceive it. For example, a roundtable participant noted that if the prediction is 
represented with colors, such as red, yellow, and green, it is important to consider how end users understand 
those colors and how that method of presentation may impact their ultimate decision. The same is true for 
predictions presented as high, medium, or low risk; it is important to understand how end users perceive these 
different risk categories and how the information can influence their decision making.  

To understand how the presentation of information affects the way in which end users incorporate that 
information into their decision making, child welfare agencies should engage the staff members who will use 
the information in individual or small group discussions, again potentially using case review exercises that 
present predictions in different formats. The case review discussions could focus on the ways in which the 
format of the prediction influences how end users use the information to inform their decisions and their likely 
decision about the case. Based on the feedback received during these discussions, child welfare agencies can 
select a format that aligns with their goals and should develop written policies, protocols, or procedures 
documenting how staff should use the information from the PRM to inform their decisions. 

Developing and implementing a learning plan for agency staff on how to use a PRM: Once a child welfare 
agency determines how best to balance misclassification rates from a PRM and how to present the predictions 
to staff and other end users, it should develop a learning plan to train staff on the use of the PRM and provide 
opportunities for those staff to apply that training to ensure the PRM is used appropriately. Before 
implementing the learning plan, agency leaders should ensure they have a strong understanding of how the 
PRM was developed and its intended use. This knowledge includes, at a minimum, understanding the basics of 
how the model was developed, the modeling methods employed, the model outcomes or predictions, the 
model’s accuracy, its benefits and limitation, and how and when the predictions should be used (Cuccaro-
Alamin et al., 2017). 

When training agency staff and other end users, in addition to conveying key information about the model 
development approach, model performance, and the goals of using the PRM, agency leaders should describe 
how information from the model will be integrated into existing systems and review those policies or protocols 
that document how staff should use that information when making decisions. Being clear with staff and other 
end users about the goals of a PRM and how its information should be used is particularly important because 
staff’s understanding of these components will impact their ability to manage the tool and make decisions 
effectively (Cuccaro-Alamin et al., 2017; Elgin, 2018). In general, child welfare agencies should prioritize human 
judgment when integrating PRMs into service delivery or agency operations (Chapin Hall and Chadwick Center, 
2018; Cheng et al., 2022). Therefore, in most cases, agency leaders should advise staff to use the information 
from the PRM to help inform their decisions but also emphasize that staff should review all of the other 
information they receive about a case.  
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Once the training is complete, the agency should provide opportunities for staff to apply the training to 
selected cases. The agency should also provide ongoing supervision or coaching of staff and other end users to 
ensure they are using the PRM as intended. Child welfare agencies might need to conduct repeated trainings if 
the following occur: there is significant staff turnover, staff not using the information in the way it was 
intended, or a there is a significant change to the PRM that staff need to understand.  

Ensuring that PRMs are explainable and transparent: To promote public trust when implementing a new or 
modified PRM, it is also critical that agencies are transparent about how the PRM was developed and how it 
will be used. Part of being transparent requires child welfare agencies to provide some information explaining 
the model. As discussed further in the section on transparency and explainability, there is no agreed-upon 
standard for what information needs to be provided for a model to be explainable; however, at a basic level, 
explainability requires that the agency provide some information about what data were used to develop the 
PRM, the modeling approach used, and what the PRM was designed to predict.  

Monitoring the Performance of a PRM 

After a PRM is implemented, it is important for child welfare agencies to continue monitoring its performance, 
as well as its impact on child welfare decision making and outcomes for families and communities. When 
monitoring the performance, use, and impact of the PRM, agencies can take the following actions to reduce 
the risk it will exacerbate racial or ethnic bias in child welfare decision making: 

• Continuing to examine the predictive performance of the PRM for racial and ethnic minority groups
• Evaluating its impact on equity indicators and other important outcomes
• Engaging community members, advocates, and end users in ongoing decisions about how to use the

PRM

Monitoring predictive performance: The predictive performance of a PRM will change over time as child 
welfare practices change and populations or other features in the data sets shift (Drake et al., 2020; Matheny 
et al., 2019, p. 166). To ensure that a PRM continues to perform well across racial and ethnic subgroups, child 
welfare agencies should examine its predictive performance overall, as well as for specific subgroups, at 
defined time intervals and when there are recognized changes in child welfare policies or the data sets used to 
develop the PRM. Several techniques can be used to detect “data drift” or changes in the underlying feature 
distributions for the variables or features included in the model, such as sequential analysis methods that 
evaluate changes in error rates to determine whether data drift has occurred (Davies et al., 2020; Oladele, 
2022). Agencies and developers should discuss the appropriate time intervals for monitoring the PRM’s 
performance and techniques for identifying data drift and model performance. 

If predictive performance degrades over time overall or for a specific subgroup, agencies may need to 
regenerate or retrain the PRM, re-examine the choice of the outcome variable and label on which the 
algorithm is trained, or recalibrate the PRM (Matheny et al., 2019; Obermeyer et al., 2019). 

Evaluating the impact of a PRM: In addition to understanding if and how the predictive performance of a PRM 
changes over time once the tool has been implemented, it is also important to evaluate the tool’s impact on 
child welfare decisions and important outcomes, such as the accuracy or consistency of screening referrals 
(Goldhaber-Fiebert & Prince, 2019; Lee et al., 2019). It is especially important for child welfare agencies to 
understand the impact that a PRM has on important indicators of equity identified in collaboration with 
community members, advocates, and regulators. For example, these agencies should understand whether the 
impact of the PRM differed for families from different racial and ethnic minority groups (Exhibit F) (Goldhaber-
Fiebert & Prince, 2019). Agencies may benefit from partnering with external researchers to conduct rigorous 
evaluations unless they have the internal expertise and resources to conduct the evaluations themselves 
(Reisman et al., 2018).  
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Exhibit F. Evaluating the Allegheny Family Screening Tool (AFST) on equity and other outcomes 

The Allegheny County Department of Human Services (DHS) implemented the AFST PRM to enhance its child welfare 
call screening decision-making process. In 2015, the Allegheny County DHS contracted with two separate research 
groups to evaluate the implementation and impact of the AFST (Allegheny County, 2022).  

Hornby Zeller Associates, Inc. examined the implementation process based on interviews and surveys with staff and 
external stakeholders. These researchers found that end users appreciated DHS transparency regarding the tool’s 
development and implementation, but that less than 50% of staff felt that the PRM improved the screening process 
(Hornby Zeller Associates, Inc., 2018).  

Researchers from Stanford University used a pre/post design to examine the AFST’s impact on key outcomes, including 
the overall rate of children screened in for investigation, the likelihood that children screened out would have no re-
referrals within two months, and the likelihood that a child who was screened in had a case opened for services upon 
investigation or had a re-referral within two months. The researchers also looked at the differences in these outcomes 
for racial and ethnic minority groups. They found that using the AFST increased the rate of children screened in who 
had a case opened for services; had no impact on the re-referral rates among screened-out children, and led to 
reductions in disparities of rates of opening new cases between Black and White children (Goldhaber-Fiebert & Prince, 
2019). 

Reports from both evaluations were made publicly available, and the Allegheny County of DHS used the results to 
improve the AFST and its use by child welfare staff. 

Agencies should also consider implementing the PRM in a way that facilitates a high-quality evaluation 
(Matheny et al., 2019, p. 165). This process could include, for example, a stepwise implementation, in which 
some staff begin using the PRM earlier than others, enabling an examination of differences in decision making 
between staff using the tool and those not yet doing so, or implementing the PRM as part of a randomized 
controlled trial (RCT), as was done in Douglas County, Colorado (Fitzpatrick & Wildeman, 2021).  

Depending on the approach to implementation and resources available, possible methods for evaluating PRMs 
include step-wedge designs, RCTs, pre/post evaluations to identify changes to decision-making patterns that 
occurred after a PRM was implemented, or qualitative or survey evaluations designed to understand how 
agency staff are using a PRM and how it affects staff and those impacted by it (Goldhaber-Fiebert & Prince, 
2019; Hornby Zeller Associates, Inc., 2018; Matheny et al., 2019). To promote transparency, child welfare 
agencies should publish the methods used to evaluate a PRM, the findings of that evaluation, and a description 
of any changes made to the PRM or its use based on the evaluation findings (Goldhaber-Fiebert & Prince, 
2019; Hornby Zeller Associates, Inc., 2018). Ideally, agencies should also ensure that the public has the 
opportunity to comment on the findings and any changes made as a result. 

Continuing to engage community members, advocates, and other end users in decisions about the 
continued use of PRMs: Child welfare agencies should continue to engage community members, advocates, 
child welfare professionals, and regulators during the monitoring stage as they consider concerns related to 
the ongoing use of PRMs (Elgin, 2018). Agencies should inform these groups about ongoing approaches for 
monitoring a PRM’s performance and evaluating its impact. They could also be engaged in conversations about 
the appropriate design for the evaluation or selecting external researchers with whom to partner for 
evaluation activities. Finally, if issues are identified based on ongoing monitoring or the evaluation results, it is 
important to engage community members and others in decisions about how to address these issues, which 
may range from abandoning the use of the PRM to revising the model to updating policies related to how its 
predictions are used, depending on the nature of the issue identified. Roundtable participants suggested that, 
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to promote transparency, child welfare agencies also might want to develop publicly facing documents 
addressing frequently asked questions that demonstrate the steps agencies took to address issues and 
concerns raised during the process of monitoring the performance and impact of PRMs. 

ENSURING THAT PRMS ARE EXPLAINABLE AND THEIR USE IS TRANSPARENT 
Ensuring that PRMs are explainable and their development and use 
are transparent is critical in promoting public oversight, 
accountability, and avenues for appeal (Favaretto et al., 2019; 
Pittsburgh Task Force on Public Algorithms, 2022; Samant et al., 
2021; The Annie E. Casey Foundation, 2020; Yen & Hung, 2021). 
Explainable PRMs used transparently can also (1) encourage buy-in 
from professional staff, in turn improving the relationship decision 
makers have with the algorithm and resulting in better data quality 
and model performance; (2) promote continuous quality 
improvement; and (3) inform decisions about adopting or 
abandoning PRMs (Zytek et al., 2021). 

“If there is no transparent 
information on how 
algorithms and processes 
work, it is almost impossible 
to evaluate the fairness of the 
algorithms or discover 
discriminatory patterns in the 
system.” 

– Favaretto et al. (2019)
Transparency requires that PRM developers and implementers 

publicly share information about how data on people are being used and how agencies are using these models 
to inform child welfare decisions (Dare, 2018; Samant et al., 2021; The Annie E. Casey Foundation, 2020). 
Engaging community members, advocates, and end users throughout the process of developing and deploying 
a PRM is an important step in promoting transparency. Additionally, child welfare agencies should be prepared 
to explain to affected families how they make certain decisions, including the types of information they use. A 
roundtable participant suggested that if a risk score from a PRM is used to determine whether an investigation 
should be conducted or an intervention implemented, the family should receive the risk score and information 
about the factors that influenced the score, and be given the opportunity to question the PRM’s application to 
their particular case. However, if the risk score is just one piece of information used to inform the decision, 
explaining the decision-making approach is likely sufficient. 

There is no agreed-upon standard regarding what is required for a PRM to be considered “explainable,” but at 
a basic level, explainability requires that people using or affected by a PRM have some understanding of the 
model inputs, the methodology used to develop it, and its outputs (Lanier et al., 2020). To the extent feasible, 
child welfare agencies and developers should also describe the predictor variables or features that significantly 
influenced the prediction or outcome. Providing this information can enable the public to see how the PRM 
will interpret their behavior and choices, and, as a result, how agencies will act in future scenarios and what 
families can change to prevent future child welfare involvement (Favaretto et al., 2019). However, with 
complex algorithms, such as those using random forest methods or other advanced statistical techniques, it 
may not always be possible to explain why certain predictor variables are important and how they factor into 
the model output, which can create challenges for child welfare agencies attempting to explain why certain 
predictor variables influenced the model outcome (Chouldechova et al., 2018). Understanding what 
information about a PRM is most useful for people using and affected by it is an ongoing area of research and 
likely differs depending on the specific PRM use case. 

Nevertheless, for all PRMs, to promote transparency and provide a basic level of information about the model 
itself, child welfare agencies should, at a minimum, publish a public report describing their methodology for 
creating a PRM that includes the data used; analytic documentation, including the identification of all predictor 
and outcome variables; how the model is being used; and the model performance details, including the results 
of evaluations and monitoring activities. The report should be publicly accessible and understandable to a 
variety of audiences, including agency staff, advocates, and community members (Chapin Hall and Chadwick 
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Center, 2018; Cuccaro-Alamin et al., 2017; Pittsburgh Task Force on Public Algorithms, 2022). As mentioned 
previously, it may also be useful to publish a frequently asked questions document that includes information 
about any steps the agency took to improve the PRM based on community feedback or the results from 
monitoring and evaluation activities. To ensure that the report and any other supporting materials are 
accessible, developers and implementers should engage community members, advocates, regulators, and child 
welfare professionals in determining how to share information about the PRM with people it might impact 
(Yen & Hung, 2021). Finally, as mentioned previously, child welfare agencies should work only with vendors 
who agree to waive proprietary information regarding the development and validation of a PRM (Cuccaro-
Alamin et al., 2017; Drake et al., 2020; Francis et al., 2022; The Annie E. Casey Foundation, 2020).  

STEPS FEDERAL AGENCIES CAN TAKE TO PROMOTE EQUITY IN PROJECTS USING 
PREDICTIVE ANALYTICS  
Although not all the actions suggested in this report are relevant to every PRM developed to inform child 
welfare decisions, federal agencies with overlapping service populations and interests in PRMs can take a 
number of steps to help ensure that organizations receiving federal funds take appropriate actions to mitigate 
bias in any of their projects relying on predictive analytics. These agencies include the Administration for 
Children & Families, the Substance Abuse and Mental Health Services Administration, the Centers for Disease 
Control and Prevention, the Office of the Assistance Secretary for Planning and Evaluation, and the Office of 
Civil Rights, among others. The steps described below are not to be viewed sequentially, but rather as 
interdependent in informing equity-focused policy. In addition, they reflect core themes modeled throughout 
the report: accountability, transparency, and the need for government and public engagement. 

a. Avoid supporting the development or use of proprietary PRMs that are not transparent or explainable,
as they inhibit public oversight and government accountability. Transparency and some level of
explainability are critical in promoting public trust in PRMs. Just as child welfare agencies should avoid
working with vendors that refuse to waive proprietary or trade secrecy information, federal agencies
might want to avoid providing financial support to organizations unwilling to share information about their
model, the approach taken to develop it, and information related to its predictive performance. Instead,
federal agencies could support those organizations committed to inviting public scrutiny, promoting citizen
data protection, and using third-party reviews to evaluate their PRMs.

b. Develop guidelines highlighting the importance of making public methodology reports accessible to
broad audiences as well as explainability standards that describe what information child welfare
professionals and those affected by PRMs need to understand about how these models inform decision-
making processes. Similar to the previous step, making methodology reports publicly available is
important in promoting transparency. Federal agencies could consider creating guidelines about what
information should be included in methodology reports and standards for public readability and
accessibility based on methodology reports that have been publicized to date, such as those published by
the Allegheny County Department of Human Services and the Douglas County Department of Human
Services (Fitzpatrick & Wildeman, 2021). Federal agencies could also consider the minimum requirements
for ensuring that PRMs are at least partially explainable to end users and those affected by the model.
Once these guidelines and standards are developed, federal agencies could require that organizations
receiving federal funding for projects using predictive analytics adhere to those guidelines and standards
as a condition of their funding.

c. Promote the engagement of community members, advocates, regulators, and child welfare
professionals in developing, implementing, and monitoring PRMs in child welfare settings. This report
highlights various decision points during which organizations developing PRMs can engage community
members and end users. We also highlight some approaches that organizations can adopt to promote



October 2022 REPORT 20 

effective engagement, such as using case review exercises to incorporate community member and agency 
staff feedback during the process of developing a PRM. Although organizations are still developing best 
practices for effectively engaging community members and other end users, some level of engagement 
should be present in all projects that involve predictive analytics in supporting policy decisions. Federal 
agencies could consider requiring all organizations receiving federal funding for such projects to develop a 
plan for community member and end-user engagement and adhere to that plan throughout their projects. 
Federal agencies might also want to consider earmarking some of their funding to support engagement 
activities.  

d. Support partnerships between agencies and researchers to explore effective ways of governing the use
of PRMs in collaboration with affected communities and advocates. Because there are no current federal
regulations governing the use of PRMs in child welfare settings, it is important for child welfare agencies
and researchers or vendors to agree on approaches for effectively governing these models as they are
developed and implemented. Governance models could include standards for the following: protecting
data used to develop and validate PRMs, data quality, predictive performance and performance across
subgroups, and monitoring PRMs once they are implemented. Once governance models have been
developed, federal agencies could share them publicly for comment. The agencies could support these
activities by, for example, providing funding to an organization to convene other relevant organizations to
develop a shared governance structure that could be broadly implemented, or by requiring that
organizations receiving federal funding share their governance plans and approach for establishing those
plans.

e. Work with the child welfare community to understand best practices for evaluating PRMs to ensure that
they do not increase—and ideally, reduce—disparities in the communities in which they are
implemented. As discussed in this report, a variety of methodological approaches can be adopted to
evaluate the impact of PRMs on important equity-related outcomes. Federal agencies could work with the
child welfare community to understand which evaluation designs are most feasible to implement in
different situations and what resources are required to successfully complete evaluation activities.
Developing guidelines related to PRM evaluation could help child welfare agencies plan for evaluation
activities when implementing a PRM and help them understand with whom they may need to partner to
conduct a successful evaluation. The guidelines should also include information about how to report the
results from an evaluation so they are accessible to a public audience.

f. Support the use of PRMs that have an explicit goal of reducing disparities and informing, rather than
replacing, child welfare agency staff (Cheng et al., 2022). When considering whether to support a
predictive analytics project, federal agencies could consider prioritizing funding for PRMs that have an
explicit goal of reducing disparities, such as PRMs designed to improve the allocation of scarce resources.
In addition, federal agencies might want to meet with the model developers to understand their vision
regarding how their model will be used, and might want to ask about the developer’s perception of the
risks and benefits of the proposed approach. PRMs, when implemented with the goal of reducing bias,
should generally be used to supplement and not replace human decision making. Agency staff should feel
empowered to apply their expertise in specific cases and be given clear instructions on PRM capabilities.
Federal agencies might want to be cautious about any model that will be used to make rather than just
inform a decision. These agencies might also want to conduct their own assessment of the risks and
potential benefits of the proposed approach before deciding whether to move forward with supporting
the proposed project. Finally, agencies might want to ask researchers to provide detailed plans for training
end users on the appropriate use of a model to ensure it will be used in the way intended.
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CONCLUSION 
PRMs have the potential to provide child welfare agencies with information that can improve the process of 
making decisions and allocating resources to support children, families, and communities. Although child 
welfare agency staff have considerable expertise and training in making complex and consequential decisions 
related to child well-being, they do not have the capacity on their own to sift through large data sets to 
understand patterns between contextual factors and outcomes they hope to avoid. PRMs can identify these 
relationships and provide information about how different contextual factors may influence overall risk. 
However, these models also have the potential to exacerbate racial and ethnic disparities if they are not 
planned for, developed, implemented, and monitored using approaches aimed at identifying and mitigating 
potential sources of bias at each step. They also have the potential to increase mistrust in CPS if child welfare 
agencies are not transparent about how they use or plan to use such models to inform the choices they make. 

Throughout this report, we highlight actions that child welfare agencies can take over the course of integrating 
a PRM to reduce the risk that these models may exacerbate racial and ethnic disparities. The actions described 
in this report highlight the need to (1) carefully define the problem to be solved by a PRM and the specific PRM 
use case; (2) interrogate any data sets that will be used to develop a PRM to understand data quality issues 
and the potential for the data to reflect historical biases; (3) evaluate the PRM outcome, as well as the model’s 
overall impact and performance; (4) assess the pros and cons of implementing a PRM and how best to balance 
misclassification rates; (5) train staff to use the PRM appropriately; and (6) monitor a PRM’s performance 
following its implementation to determine whether its performance degrades over time. Throughout the 
process of integrating a PRM, it is also critical to engage community members, advocates, agency staff, and 
others to ensure the PRM meets their expectations, to build trust, and to ensure transparency. Taken together, 
these actions, especially when supported by government agencies funding the development of these models, 
can help ensure that PRMs used by child welfare agencies are fair, high performing, and achieve the outcomes 
they were designed to achieve.  
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